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Abstract: The residual neural network is prone to two problems when it is used in the process of face recognition: the first is 

"overfitting", and the other is the slow or non-convergence problem of the loss function of the network in the later stage of 

training. In this paper, in order to solve the problem of "overfitting", this paper increases the number of training samples by 

adding Gaussian noise and salt and pepper noise to the original image to achieve the purpose of enhancing the data, and then 

we added "dropout" to the network, which can improve the generalization ability of the network. In addition, we have 

improved the loss function and optimization algorithm of the network. After analyzing the three loss functions of Softmax, 

center, and triplet, we consider their advantages and disadvantages, and propose a joint loss function. Then, for the 

optimization algorithm that is widely used through the network at present, that is the Adam algorithm, although its 

convergence speed is relatively fast, but the convergence results are not necessarily satisfactory. According to the 

characteristics of the sample iteration of the convolutional neural network during the training process, in this paper, the 

memory factor and momentum ideas are introduced into the Adam optimization algorithm. This can increase the speed of 

network convergence and improve the effect of convergence. Finally, this paper conducted simulation experiments on the data-

enhanced ORL face database and Yale face database, which proved the feasibility of the method proposed in this paper. 

Finally, this paper compares the time-consuming and power consumption of network training before and after the improvement 

on the CMU_PIE database, and comprehensively analyzes their performance. 
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1. Introduction 

The groundbreaking research on neural networks can be 

traced back to the 1980s. In 1980, Fukushima of Kyoto 

University in Japan proposed a deep-structure neural network 

named "neocognitron" [1] based on the visual cortex. In 

1980, Rumelhart proposed the error back propagation 

algorithm [2], which makes the training of neural networks 

possible. In 1989, Yann LeCun introduced error back 

propagation in the neural network for recognition of 

handwritten digits [3]. In 1998, he published his paper to 

show the world LeNet5 [4], and for the first time proposed 

the term "convolution", which led to the name "convolutional 

neural network". In the 2012 ImageNet Large-scale Visual 

Recognition Challenge, AlexNet designed by Hinton and his 

student Alex Krizhevsky won the championship [5, 6]. 

Compared with LeNet, the AlxNet network is wider and 

deeper. In the next few years, convolutional neural networks 

developed rapidly. In the 2014 ILSVRC competition, 

GoogleNet and VGGNet won the championship and runner-

up respectively [7-9]. In the 2015 competition, ResNet with 

better performance and fewer parameters won the 

championship [10]. 

Convolutional Neural Network (CNN) is a type of 

feedforward neural network that includes convolution 

calculations, and it has a deep structure [11], which is a 

typical method of deep learning. 

At present, more and more convolutional neural networks 

are widely used in the field of face recognition [12]. In 2014, 
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Facebook released Deepface based on convolutional neural 

networks, the recognition rate of this network in the LFW 

face data set is as high as 97.35%. [13]. The recognition 

accuracy of DeepID [14] proposed by Yi Sun of the Chinese 

University of Hong Kong on the LFW dataset reached 

97.45%. In 2015, Google's FaceNet [15] was better than 

DeepID, and the accuracy of face recognition on the same 

face data set reached 99.63%. However, although ResNet 

cannot achieve such a high recognition rate in face 

recognition, its network has fewer parameters and faster 

training speed, which makes it also has a great advantage in 

the field of face recognition. But its disadvantage is that 

when the number of samples in the face database is small, the 

network is prone to "overfitting", and the convergence of the 

loss function in the network training process is not good. 

The main work of this paper is divided into the following 

four aspects: 

1) Suppress the "overfitting" of the network by enhancing 

the face data set and introducing "dropout" in the residual 

network; 

2) Solve the problem of poor convergence of the loss 

function during the training process of the network by 

proposing a joint loss function and improving the Adam 

optimization algorithm; 

3) This paper has conducted verification experiments on 

the ORL face database and Yale B face database; 

4) This paper compares the time-consuming and power 

consumption of the network on the CMU_PIE database with 

more data samples, so as to test the performance of the 

residual network before and after the improvement. 

2. The "Overfitting" of the Residual 

Network 

When the residual network is applied to face recognition, 

although it can achieve a relatively high recognition 

accuracy, on some face data sets, the network will have 

"overfitting" problems during training [16]. "Over-fitting" 

refers to during the network training process, because the 

model has too many parameters, and the numbers of sample 

is too small, which leads to too accurate learning and makes 

its recognition error rate on the training set is low or able to 

converge, but the error rate on the test set is high, or even 

does not converge. The "over-fitting" problem of the network 

will cause the accuracy of face recognition to be very 

unstable. Therefore, it is necessary for us to improve it. 

There are many typical ResNet models in the residual 

network. Since it is not that the deeper the number of layers 

of the network, the better the effect. Therefore, considering 

the hardware conditions and actual requirements, compared 

to other networks, ResNet 18 and ResNet 34 has been more 

widely used, but when we use ResNet 18 in the residual 

network to perform face recognition on the ORL face 

database and the Yale face database, we set the batch-size to 

20 during training. Then we initialize the parameters, after 

100 epochs, the final loss curve is shown in Figure 1. 

 

(a) Training results on ORL database 

 

(b) Training results on Yale database 

Figure 1. Training results of ResNet 18 on the face database. 

It can be seen from Figure 1 that although ResNet 18 has a 

lower loss on the training set on the two databases, its loss on 

the test set gradually increases with the increase in the 

number of training, which will lead to higher recognition 

error rate. This article prevents this "overfitting" of the 

network from two aspects. First of all, we enhance the face 

data, we artificially add Gaussian noise and salt and pepper 

noise to the image based on the original face image, so as to 

achieve the purpose of enriching the number and types of 

samples. Second, we introduce “dropout” into the network to 

improve the generalization ability of the network. 

3. Prevention of Network "Overfitting" 

3.1. Enhance Face Data 

An important method to improve the generalization ability 

of the network is to enhance the face data set [17], that is, on 

the basis of the original face image, we can rotate, stretch, 

adjust the contrast and color of the original image, and 

artificially add noise to get more images. In this paper, 
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Gaussian noise and salt and pepper noise are added to each 

image to increase the diversity of the samples in the face data 

set. The effect of adding noise to two of the samples is shown 

in Figure 2. 

 

(a) Noisy image of samples in Yale database 

 

(b) Noisy image of samples in ORL database 

Figure 2. The effect of adding noise to the training sample. 

The face data set enhancement can prevent the network 

from "overfitting" by increasing the breadth of the data. In 

addition, this paper adds “dropout” to the network to improve 

the generalization ability of the network by inactivating some 

neurons in the network. 

3.2. Dropout 

The principle of Dropout [18] can be explained as: in each 

training batch of the network, it weakens the interaction 

between the detectors by ignoring half of the feature 

detectors (making half of the hidden layer nodes 0). 

The reasons for dropout to prevent network "overfitting" 

are mainly manifested in the following two aspects: 

(1) Take the average, in the process of each iteration, 

dropout randomly inactivates a part of the neurons in the 

network, which is equivalent to the structure of the neural 

network is different when each batch is trained. This makes 

the network to get multiple different judgment results when 

judging the same sample, and the network can determine the 

category with the most judgment results as the correct 

classification. 

(2) Reduce the complex co-adaptation relationship 

between neurons, because the introduction of dropout leads 

to two neurons not necessarily appearing in the same dropout 

network. In this way, the update of weights no longer 

depends on the joint action of implicit nodes with fixed 

relationships, which prevents some features from being 

effective only under other specific conditions. It forces the 

network to learn more robust features, which also exist in 

random subsets of other neurons. 

The relationship between the neurons before and after 

adding dropout is shown in Figure 3. 

 

(a) Network before adding dropout 

 

(b) Network after adding dropout 

Figure 3. Principle of dropout. 

3.3. Verification to Prevent "Overfitting" 

After the face data is enhanced and dropout is added to the 

network, this paper also conducts training and testing on 

ORL database and Yale database, and the results are shown 

in Figure 4. 

It can be seen from Figure 4 that although this paper has 

solved the "overfitting" problem, because the number of 

samples in the database has greatly increased, the network 

needs more iterations to converge, that is, the loss function 

converges more slowly, therefore, this paper improves the 

loss function and optimization algorithm of the network to 

solve this problem. 

 

(a) Training and testing results on ORL database 
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(b) Training and testing results on Yale database 

Figure 4. The results of training and testing of the improved network on the 

database. 

4. Loss Function 

4.1. Training of Neural Network 

This paper introduces the loss function through the 

understanding of the training process of the convolutional 

neural network. The convolutional neural network includes 

two parts: forward propagation and back propagation. During 

forward propagation, we select a training sample x and its 

corresponding class label y , and input x  into the network. 

After each convolution, pooling, and fully connected layer, 

the final Softmax classifier will output an n-dimensional 

vector h�,��x�, n is the number of categories divided by the 

Softmax classifier, which is the number of persons that can 

be recognized when training face images. For example, the 

Yale B face database contains the face images of 10 persons, 

so n takes 10. In the vector h�,��x�, each element represents 

the probability that the input sample x  belongs to each 

category. In the back propagation, we choose a loss function 

to calculate the square of the error between h�,��x� and y, 

and update the parameters according to the principle of 

minimizing the square of error until the loss function 

approaches 0 or converges, the training of the network 

parameters is completed. 

It can be seen from the above that the loss function is a 

very important part of the deep learning algorithm based on 

the multi-layer neural network model. The selection of the 

loss function will affect the accuracy of model training and 

the effect of convergence. This paper will consider the 

advantages of Softmax, Center, and Triplet loss functions to 

propose a joint loss function. 

4.2. Softmax Loss 

The proposal of Softmax Loss [19] is based on the 

Softmax function. The Softmax function can be explained by 

Figure 5. In Figure 5, first, the function performs a weighted 

summation on the input data z�⋯z
, and then each input data 

is divided by the summation to achieve the purpose of 

normalizing the input, because this function can normalize 

the input data to the interval [0 1], so the result can be used to 

represent the probability of each input. 

 

Figure 5. The structure of the Softmax algorithm. 

The cross entropy loss of the Softmax function is defined 

as Softmax Loss, and the equation is as (1). 
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Where, m is the batch-size in the training process, n is the 

total number of categories of samples in the database, W' is 

the weight of the last layer of the network, x
 is the output of 

the penultimate layer of the network, and b is bias of the last 

layer. 

When the neural network classifies the samples, the output 

value of each Softmax represents the probability that the 

model predicts that the sample belongs to the class. If the 

value is larger, the probability that the sample belongs to the 

class is greater, the loss value on Softmax Loss is also 

smaller, otherwise the corresponding loss value is larger. 

Therefore, the model can increase the distance between 

different classes of samples according to the loss value, so as 

to classify the samples better. 

In order to verify the classification effect of Softmax Loss, 

we conducted experiments on the MNIST data set. In Figure 

6, (a) is the distribution map of the samples before 

classification, (b) is the effect map of Softmax Loss's 

classification of MNIST. From the comparison results in the 

figure, it can be seen that Softmax Loss classification can 

increase the distance between different samples, so that 

different samples can be distinguished. However, its main 
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disadvantage is that the intra-class distribution of the same 

sample is not compact enough. That is, the distance within 

the class is a bit large, so if the Softmax Loss is used alone in 

the network, the classification effect we get is not 

satisfactory. 

 

(a) Distribution of samples before classification 

 

(b) Classification results of Softmax Loss 

Figure 6. Comparison of results before and after classification. 

4.3. Center Loss 

Center Loss [20] can ensure that the distance within a class 

is minimized under the premise that the features are 

separable, and the purpose is to improve the discriminability 

between features. Its main idea is to determine a center for 

each type of sample, and let the all samples in the class are 

close to this center, and samples that are far away must be 

punished. The equation is shown in (2), 

�) �
�

*�
∑ ||,# � -.#||**
�
#$�                               (2) 

In the equation, m is the batch-size in training, and c0
 refers 

to the center of the sample of yi. Equation (2) can be understood 

as: minimizing the sum of the squares of the distances between 

the elements in each class of samples and the center of the class, 

thereby reducing the distance of samples within the class. 

Since Center Loss is mainly used to reduce the intra-class 

distance, it is not used alone. Generally, it is combined with 

Softmax Loss to increase the inter-class distance and reduce 

the intra-class distance. Their joint loss function is as follows 

as shown in equation (3). 
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In equation (3), λ is used to control the weight of Center Loss 

and is a hyperparameter. In the experiment, we take λ  as 0.1. 

The classification result of the joint loss function of Softmax 

Loss and Center Loss on MNIST is shown in Figure 7. 

 

Figure 7. Classification results of the joint loss function of Softmax Loss-

Center Loss. 

It can be seen from Figure 7 that the classification effect of 

Softmax Loss-Center Loss on the MNIST dataset is better 

than that of Softmax Loss on the MNIST data set. This is 

reflected in the fact that the samples of the same class are 

more compactly distributed, and the distance within the class 

is greatly reduced and the distance between different types of 

samples is increased, so as to achieve the purpose of 

discrimination. However, the distance between certain 

classes is still very small, such as class 8 and class 9 in 

Figure 7. Therefore, the joint loss function of Softmax Loss-

Center Loss needs to be further improved. 

4.4. Triplet Loss 

Triplet Loss [21] is also a commonly used loss function in 

neural networks, which can classify samples with small 

differences, such as face images. When it classifies the data 

set, the sample will be divided into three: positive sample, 

negative sample and anchor sample. Its main idea is to 

reduce the distance between the positive sample and the 

anchor sample, and increase the difference between the 

negative sample and the anchor sample. The optimization 

process is shown in Figure 8. 
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Figure 8. The optimization process between each sample in Triplet Loss. 

Triplet Loss maps the input image to a feature space 

through f(x). This feature space is spherical. For an input 

image x
 , this function makes it as close as possible to its 

same type of image x7 and far away other types of images 

x8. This can achieve the purpose of high cohesion and low 

coupling. The equation is shown in (4). 
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Among them, μ  is margin, and equation (4) can be 

understood as the L2 distance between all negative samples 

and anchor samples in the sample image is greater than the 

distance between positive samples and anchor samples. The 

Triplet Loss function is shown in equation (5). 
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Where, "2" means that when the value in [] is greater than 

0, the value is taken as the loss, and when it is less than 0, the 

loss is taken as 0. The classification result of Triplet Loss on 

the MNIST data set is shown in Figure 9. 

 

Figure 9. Classification results of the Triplet Loss function. 

According to Figure 9, we can see that Triplet Loss has 

achieved better results in increasing the distance between 

classes of different samples. Therefore, it can compensate for 

the disadvantages of the joint loss function of Softmax Loss-

Center Loss in calculating the distance between sample 

classes. 

4.5. Joint loss Function 

Comprehensive analysis of the advantages and 

disadvantages of the three loss functions of Softmax Loss, 

Center Loss, and Triplet Loss, this paper proposes a joint loss 

function. In the improved loss function, Center Loss is used 

to reduce the distance within the class, and Triplet Loss is 

used to increase the distance between large and inner areas, 

and Softmax Loss is used to ensure correct classification. The 

equation of the joint loss function is shown in (6). 

L � �� 2 H��) 2 H*�B                    (6) 

Where, H�  and H*  are hyperparameters that control 

Softmax Loss, Center Loss, and Triplet Loss, respectively. 

The specific steps of the joint loss function are: First, it 

gets the center position c0
 of each class through Center Loss, 

and finds the sample with the largest distance from c0
 in the 

class, and records it as c0
IJK , and then calculates the 

difference between c0
IJK and c0
, the distance is recorded as 

S�. Next, it selects the sample with the closest distance to c0
 
as the anchor sample, and remembers this closest distance as 

SI
8 , After Triplet Loss optimizing the distance between 

samples, this function calculates the distance between the 

anchor sample and the nearest negative sample, the distance 

is recorded as S*. 

M� � ||-.#�NO � -.#||**                         (7) 

M* � ||9�,P� � 9�,@�||**                          (8) 

Among them, xJ is the selected anchor sample, and x8 is 

the negative sample closest to it. In order to get a better 

classification effect, we add the following judgments, 

M* Q 2M� � M�#@                                 (9) 

The schematic diagram of the above process is shown in 

Figure 10. 

 

Figure 10. Schematic diagram of the distance of the sample. 

If the judgment (9) is true, the loss value is the current loss 
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obtained, otherwise, the algorithm will add a penalty factor to 

the loss value. 

In each batch of training of the neural network, Center 

Loss updates the center of each category through equations 

(10) and (11). 
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SF� � -;

S � T∆-;
S                             (10) 

∆-;
S �

∑ V�.�$;��)�WX��
 
�!"

∑ V�.�$;�F�
 
�!"

                           (11) 

Among them, t is the number of iterations, and γ is the 

class center learning rate. When the condition in parentheses 

after δ is satisfied, it takes 1; otherwise, it takes 0. 

This paper proposes a joint loss function. The training 

process of the neural network is as follows: First, input the 

training sample \f
^, set the number of classes of the sample 

to n , and initialize the center of each class of samples 

\c'|j � 1,2⋯n � 1, n^, hyperparameters H�  and H* , learning 

rate ηb , t is 1, at the beginning of training, initialize 

convolutional layer parameter θdb  and fully connected layer 

parameters W , the class center learning rate isγ . Specific 

steps are as follows: 

1) Calculate the loss of the t-th iteration:	Lb �	Leb 2 H�Ldb 2
H*Lf

b .; 

2) Calculate the back propagation error of each 

sample:	gh
i

gjk
i �

ghl
i

gjk
i 2 H�

ghm
i

gjk
i 2 H*

ghn
i

gjk
i ; 

3) Update parameter W:	WbF� � Wb � ηb
ghi

goi
; 

4) Update class center c':	c'
bF� � c'

b � γ∆c'
b; 

5) Update the parameters of the convolutional layer 

θd:	θdbF� � θdb � ηb∑
ghi

gjk
i
gjk
i

gpm
i

q

$� ; 

6) Number of iterations:	t � t 2 1; 
The classification effect of the joint loss function on the 

MNIST data set is shown in Figure 11. 

 

Figure 11. The classification effect of the joint loss function. 

It can be seen from Figure 11 that the joint loss function 

proposed in this paper can simultaneously increase the 

distance between the classes of the sample while reducing the 

distance within the class of the sample when classifying the 

MNIST data set. The result of the classification is intuitive 

clearly, its discriminability is better. 

After verifying the rationality of the joint loss function in 

sample classification, we also need to optimize the loss 

function. When the parameters are updated during the 

training process of the neural network, the process uses the 

gradient descent optimization algorithm. The selection of it 

will affect the convergence effect of the network and the 

accuracy of the face recognition. At present, the most widely 

used optimization algorithm is the Adam algorithm. 

5. Optimization Algorithm 

An optimization algorithm refers to an algorithm that 

minimizes the loss function by improving the training 

method of a neural network, which includes first-order 

optimization algorithm and second-order optimization 

algorithm. The first-order optimization algorithm updates the 

network parameters by calculating the first-order derivative 

and then according to the gradient descent method. In the 

same way, the second-order optimization algorithm updates 

the parameters of the network by calculating the second-

order derivative. Compared with the second-order 

optimization algorithm, the first-order optimization algorithm 

has the obvious advantage of less calculation. Therefore, it 

has been more widely used in neural networks. At present, 

the most commonly used first-order optimization algorithm is 

the Adam algorithm. 

5.1. Adam Algorithm 

Adam optimization algorithm [22] is an extension of the 

stochastic gradient descent algorithm. In recent years, it has 

been widely used in deep learning, especially in the fields of 

computer vision and natural language processing. Adam 

algorithm is different from traditional stochastic gradient 

descent. Stochastic gradient descent updates all weights 

based on a single learning rate, and the learning rate does not 

change during the training process. Adam adjusts the 

learning rate adaptively by calculating the first-order moment 

estimation and the second-order moment estimation of the 

gradient. 

The steps of Adam algorithm are as follows: 

First, set the global learning rate η, the decay rate of the 

first and second moment estimation ξ�  and ξ* , a small 

constant δ . Then, set the time step t  to 0, initialize the 

parameter θ , which includes the weight w  and bias b , the 

first-order moment vector su  and the second-order moment 

vector ru are all initialized to 0. Then the algorithm selects m 

samples \�x�, y��,⋯ , �xI, yI�^ from the training set. 

Calculate the gradient: 

gb �
�

I
xp∑L�θ, x

�b�, y�b��                 (12) 

Update time step: 

t � t 2 1                             (13) 
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Update the first moment estimate 

sb = ∁�sbW� + (1 − ∁�)gb                    (14) 

Update the second moment estimate: 

rb = ∁*rbW� + (1 − ∁*)gb⨀gb                (15) 

Correct the deviation of the first-order moment estimation: 

s{b = ei
�W∁"i

                              (16) 

Correct the deviation of the second moment estimation: 

r{b = |i
�W∁}i

                              (17) 

Update parameters: 

θb = θbW� − η ei~
�|{iF�                     (18) 

Compared with other algorithms, the Adam optimization 

algorithm converges faster, but its convergence effect is not 

good. It can be seen from the equation (18) in the steps of the 

Adam algorithm that the learning rate during the training 

process is affected by the second moment. Therefore, the 

learning rate oscillation problem may occur during the 

training process. 

5.2. Adam Optimization Algorithm with Memory Factor 

We already know that the Adams algorithm adaptively 

adjusts the learning rate through the first-order moment 

estimation and the second-order moment estimation. In order 

to prevent the higher learning rate in the later stage of 

training, this paper proposes to calculate the long-term 

average index of adaptive learning rate during the training 

process. 

On the basis of the Adam algorithm, at the beginning of 

training, we initialize a decay rate ξ�  of the smooth value 

exponent of the learning rate, and set the smooth value of the 

learning rate at the t-th iteration to qb. 
qb = ∁�qbW� + (1 − ∁�)ηb                (19) 

It can be got that the connection between it and the smooth 

value of each iteration before the t-th time can be explained 

as: 

	qb = (1 − ∁�)(qbW� + ∁�qbW* + ∁�*qbW� +⋯+ ∁�bW�qu) (20) 

Among them, the decay rate ξ� represents a measure of the 

length of "memory". The closer its value is to 1, the longer 

the length of "memory". 

After calculating the current smoothing value, we choose 

the smaller value between it and the learning rate calculated 

by the Adam algorithm as the learning rate for this iteration: 

η{b = min(ηb, qb)                           (21) 

In this way, the learning rate of each step can be limited, 

and as the number of training iterations increases, it can 

always change in a decreasing trend. 

5.3. Adam Optimization Algorithm with Momentum 

In the training of the neural network, it selects m samples 

from the training set at each iteration. These m samples are 

called a batch. When all the samples are traversed once, it is 

called an epoch, and at the t-th iteration, the gradient of the 

loss function Lb with respect to the parameters θ is gbu. 

gbu = �
I∇p∑L(θ, x(b), y(b))                (22) 

The idea of introducing Nesterov momentum [23] is to add 

an initial velocity v  and momentum parameter α  at the 

beginning. In order to get closer to the correct gradient 

direction more quickly, Nesterov momentum will add a 

correction direction after each step of calculating the 

gradient. The process is as Figure 12. 

Therefore, update the parameter θ first, 

θ� = θ + αv	                            (23) 

 

Figure 12. The correction process of Nesterov momentum. 

According to the updated parameter θ� , calculate the 

average gradient gb of the batch at the t-th iteration, 

gb = �
I∇p� ∑L(θ�, x(b), y(b))                   (24) 

Then according to equations (15)-(18) in Adam algorithm, 

we calculate the deviation of the modified first-order moment 

estimation deviation s{b . When calculating the modified 

second-order moment estimation deviation r{b , this paper 

chooses the largest one as the current step's modified second 

moment deviation, 

r{b = � rb	|rb| > |r{bW�|
r{bW�	|rb| ≤ |r{bW�|                      (25) 

Then update the velocity, 

vb = αvbW� − η ei~
�|{iF�                       (26) 

Finally update the parameters, 

θb = θbW� + vb                          (27) 

5.4. Improved Adam Optimization Algorithm 

The introduction of momentum and memory factor is to 

control the oscillating learning rate in the later stage of 
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training. This paper introduces momentum and memory 

factor into the Adam optimization algorithm at the same time 

to ensure that the learning rate keeps a monotonically 

decreasing trend throughout the training process. The steps of 

the improved algorithm are as follows: 

Initialization: learning rateη, initial velocityv, momentum 

parameter α, initial parameter θ, small constant δ, first-order 

moment estimation exponential decay rate	ξ� , second-order 

moment estimation exponential decay rate ξ* , learning rate 

smoothing value exponential decay rate ξ�. 

1) Initialization: su = 0, ru = 0, r{u = 0, qu = 0, t = 0; 

2) The process of loop iteration: 

Select m  samples randomly from the training samples: 

�:x(�), y(�)<,⋯ , :x(I), y(I)<�; 
Update parameters: θ� = θ + αv; 

Calculate the gradient of this iteration:    

g = �
I∇p� ∑L(θ�, x(b), y(b))                           (28) 

Update number of iterations: t = t + 1; 

Update the first moment estimate: 

sb = ∁�sbW� + (1 − ∁�)gb                           (29) 

Update the second moment estimate: 

rb = ∁*rbW� + (1 − ∁*)gb⨀gb                       (30) 

Correct the deviation of the first-order moment estimate: 

s{b = e"
�W∁"i

                                           (31) 

Correct the deviation of the second moment estimate: 

r{b = � rb	|rb| > |r{bW�|
r{bW�	|rb| ≤ |r{bW�|                              (32) 

Update the smooth value of the learning rate: 

qb = ∁�qbW� + (1 − ∁�)ηb                          (33) 

Update learning rate: 

η{b = min(ηb, qb)                              (34) 

Update velocity: 

v = αv − η{ e{i
�|{iF�                             (35) 

Update parameters: 

θ = θ + v                                  (36) 

End loop 

6. Improved Residual Network 

The typical series in the Resnet network are: Resnet18, 

Resnet34, Resnet50, Resnet101, Resnet150 [24]. Taking into 

account the hardware conditions of the experimental 

platform, this paper selects Resnet18 as the experimental 

network model and makes some changes on the network. The 

network structure is as follows Figure 13. 

 

Figure 13. Structure of Resnet18_new. 

The size of the input face image is 64 × 64. Based on the 

original Resnet18, this paper changes the size of the 

convolution kernel of the first convolution layer from 7 × 7 

to 3 × 3, and the step size from 2 to 1. Smaller convolution 

kernel and step size can extract more features of face images. 

During training, the parameters are initialized as: learning 

rate η is set to 0.001,ξ�, ξ* and ξ� are set to 0.9, 0.999, 0.9, 

and δ is set to 10-8, respectively, H� is set to 8, H* is set to 6, 

and the network selects the relu activation function. 

7. Simulation Experiment 

This experimental platform is Windows 10 system, 64-bit, 

12G memory, processor is i5-4200H, and graphics card 

version is NVDIA Geforce 820M. The software platform is 

python3.6+pycharm3.5, and Tensorflow deep learning 

framework. In order to prove the effectiveness of this 

method, this paper selects ORL face database and Yale face 

database. The ORL face database comes from the AT&T 

laboratory of the University of Cambridge in the UK, which 

contains 10 persons, 40 face images of each person, and 

some samples in the data set are shown in Figure 14. The 

Yale face database comes from the Visual Control Center of 

Yale University. It contains 15 persons, each with a total of 

11 face images under different lighting, expressions, and 

poses. Some samples in the data set are shown in Figure 15. 
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Figure 14. Some samples in the ORL face database. 

 

Figure 15. Some samples in Yale's face database. 

First, this paper conducts a simulation experiment on the ORL 

face data set after data enhancement, which selects 96 images of 

each person as the training set, and the number of samples is 960. 

The remaining 240 face images are used as the test set. When 

the batch-size is 10, 20, and 40, we compare the performance in 

the network of the Adam optimization algorithm with the 

improved Adam optimization algorithm with memory factor and 

momentum proposed in this paper, We select the joint loss 

function proposed in this paper as the loss function of the 

network, and prove the feasibility of this method by comparing 

the convergence of the loss value of the network on the training 

set. In order to facilitate the observation of the trend of the curve, 

we take the average loss of the total number of iterations in each 

epoch as the loss value of the epoch, and the result is shown in 

Figure 16. We take the average recognition rate of the total 

iteration times in each epoch as the recognition accuracy rate of 

the epoch, and the result is shown in Figure 17. 

Then, this paper performs the same simulation experiment 

on the Yale face dataset after data enhancement. Since there 

are 15 categories of faces in the dataset, we need to change 

the parameters of the fully connected layer of the network to 

15, and select 24 images of each person. The number of 

training samples is 360, and the remaining 135 images are 

used as the test set. Similarly, we take the average loss value 

of all iterations in each epoch as the loss value of the epoch, 

and the result is shown in Figure 18. The corresponding 

accuracy rate is shown in Figure 19. 

 

Batch-size=10 

 

Batch-size=20 

 

Batch-size=40 

Figure 16. Loss curve on ORL data set. 
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Batch-size=10 

 

Batch-size=20 

 

Batch-size=40 

Figure 17. Accuracy on ORL data set. 

 

Batch-size=10 

 

Batch-size=20 

 

Batch-size=40 

Figure 18. Loss curve on the Yale data set. 
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Batch-size=10 

 

Batch-size=20 

 

Batch-size=40 

Figure 19. Accuracy on the Yale data set. 

It can be seen from the results of Figures 16-19 that under 

different Batch-sizes, the loss value of the residual network 

of the improved loss function and optimization algorithm on 

the training set of the ORL face database converges faster 

than before the improvement And it can converge to a 

smaller value, the larger the Batch-size, the closer their loss 

value. The accuracy of face recognition on the test set can be 

stabilized at the same time before and after the improvement, 

but the accuracy of the improved algorithm in this paper is 

increased by about 1%. Similarly, on the Yale face database, 

the loss value of the improved algorithm in this paper on the 

training set can also converge to a smaller value, and the 

accuracy of face recognition on the corresponding test set can 

be increased by about 2%. There is no "overfitting" in the 

network, and the convergence of the loss function and the 

final accuracy of face recognition are more satisfactory. 

In order to verify the wide applicability of the improved 

method proposed in this paper, we conducted simulation 

experiments on the CMU_PIE face database, because the 

database contains face images under various illuminations and 

poses, and the number of samples is more than 40,000. 

Considering the hardware conditions of the experiment, we 

selected 2000 face samples under different lighting and 

postures for the experiment. During training, we set the Batch-

size to 20. All samples were traversed 100 times in total, and 

the number of test samples was 200. The comparison of the 

results of the loss function convergence and the comparison of 

the recognition accuracy are shown in Figure 20. 

 

(a) The result of the convergence of the loss function before and after the 

improvement 

 

(b) Comparison of recognition accuracy before and after improvement 

Figure 20. Comparison of the result of the convergence of the loss function 

and recognition accuracy of the network before and after the improvement. 
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In Figure 20, we can see that on the CMU_PIE database, 

compared with the original residual network, the improved 

residual network proposed in this paper has a better loss 

function convergence effect during the training process. The 

accuracy of face recognition on the test set is improved by 

nearly 1%, so it proves that the improved method proposed in 

this paper has good versatility. 

During the experiment of CMU_PIE database, in terms of 

the running time of the network, this paper compares the 

forward pass time and the back pass time of the network 

when training face samples under different batch-sizes. The 

results are shown in Figure 21. 

 

(a) Forward pass time 

 

(b) Back pass time 

Figure 21. Forward pass time and back pass time of the network before and 

after the improvement. 

From Figure 21, we can see that with the increase of 

Batch-size, the time-consuming of forward pass and 

backward pass are gradually reduced. In the process of 

forward pass, because we have introduced "dropout" in the 

improved network, it deactivates some nodes of the network, 

which makes the network simpler. Therefore, the forward 

pass consumes less time. However, in the process of back 

pass, due to the combination of three loss functions and the 

introduction of memory factor and momentum ideas in the 

Adam optimization algorithm, this can achieve better 

convergence and higher face recognition accuracy, But it 

takes more time. In terms of the total time consumed, the 

improved network needs more time during the training 

process. 

In terms of algorithm complexity, it is not easy to calculate 

the complexity of the two networks. Therefore, we analyze 

their power consumption. We count the average power 

consumption of the network during the training process under 

different Batch-sizes. As shown in Figure 22. 

 

Figure 22. Comparison of the average power consumption of the network 

during the training process before and after the improvement. 

From Figure 22, we can see that under the same training 

conditions, the average power consumption of the improved 

network is higher, which shows that the complexity of the 

network has become higher. 

8. Conclusion 

The method of face sample data enhancement and adding 

dropout to the network proposed in this paper can solve the 

problem of "overfitting".. The improved loss function can 

effectively increase the distance between classes and reduce 

the distance between classes when classifying faces or other 

samples. It can achieve the purpose of low coupling and high 

cohesion. The improved Adam optimization algorithm can 

prevent the network's learning rate from oscillating to a large 

extent during the training process, so that the loss value of 

the network always keeps decreasing and finally converges. 

Through the results of the final simulation experiment, we 

can see that when the improved residual network is used in 

face recognition, the loss value during the sample training 

process is smaller, and the loss function can reach 

convergence after fewer iterations. Finally, on the test set, the 

improved method in this paper improves the recognition 

accuracy by 1%-2%. Therefore, the improved method 

proposed in this paper is effective. The disadvantage is that 

the improved network's running time becomes longer and the 

algorithm complexity becomes higher. 
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9. Future Work 

This paper solves two problems about the residual 

network; the first is the problem of "overfitting", and the 

other is that the loss function of the network does not 

converge well in the later stage of training. In the future, we 

still need to focus on how to initialize the network parameters 

more scientifically. In addition, it is worth studying to use 

better methods to enhance the face database to solve the 

problem of network degradation. 
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